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1. Introduction

Human error, such as programming mistakes, miscalculations, keypunch errors, and interviewer
misclassifications are a pervasive fact-of-life for surveys. Their contribution to the total survey
error, however, may be controlled or at least somewhat mitigated by good survey practice,
forethought and planning, and the advances of computer technology. All such efforts to seek out
and correct these errors fall under the purview of data editing.

Editing may occur at almost any phase of data collection or analysis. It ranges from the almost
routine activities of correcting typographical errors or out-of-range entries done by interviewers as
they enter information into the computer from the field or telephone center up to the elaborate
statistical checks performed by computers to identify misshapen blocks of aggregate data. In
longitudinal surveys comparisons to previous results are made. But in all cases, the goal is the
same: to identify and correct as much error as possible.

In mail surveys of establishments, data editing is performed during post-data-collection
processing. In establishment surveys that utilize computer-assisted data collection technologies,
however, some or all of the data editing can be performed during data collection. For example, in
surveys that use computer-assisted telephone interviewing (CATI) or computer-assisted personal
interviewing (CAPI), data editing rules, referred to as edits, can be incorporated into the
CATI/CAPI instrument so that the interviewer is notified of a response that fails one or more
edits. The interviewer can then probe for an alternative response or for verification that the
response is correct.

In addition, the Bureau of Labor Statistics (BLS) uses a hybrid technique for its compensation
programs—data is collected in establishments using paper and pencil techniques by trained field
economists and entered after the interview on a laptop with the data uploaded to servers in the
National Office. The laptop system has edits that must be addressed before the field economist
can successfully call the schedule complete. Edits on the data base then flag schedules that
initially looked correct but presented edit problems when viewed against other data.

Edits can also be incorporated into computerized self-administered questionnaires (CSAQs),
which are delivered to the respondent by mailing disks or CD-ROMs or transmitted electronically
over the Internet’s World Wide Web. When a CSAQ is delivered by mail, respondents install it
on their own personal computers. There are two types of web-delivered CSAQs: downloadable or
browser-based. When using a downloadable CSAQ, respondents download the CSAQ from a
web server to their personal computers, install it to complete the self-administered form, and then
transmit data back over the Internet to the survey organization. When using a browser-based
CSAQ, respondents use a web browser communicating over the Internet to view the questionnaire
and to enter responses to survey questions. Browser-based CSAQs are also called online web-
survey questionnaires or Internet questionnaires. When a CSAQ is used to collect survey data,
respondents--not interviewers--are notified when a response fails one or more edits.

Survey organizations that collect data from establishments are interested in web-based data
collection for a number of reasons. One of these is the economics. Web-based data collection
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reduces mailing costs, interviewer costs, and data entry costs. Also, the use of computer-
generated electronic mail in conjunction with web-based data collection reduces the costs
associated with providing advance notices and reminders to respondents. Multimode surveys that
include the web allow respondents to select the most suitable mode for their circumstances, in a
sense, reducing burden. Web-based data collection also augments the palette of the questionnaire
designer by adding to it web technologies such as hyperlinks, color manipulation, dynamic
graphics, and multimedia players that can provide instructions visually and/or aurally.

The objective of this paper is to solicit advice from members of the Federal Economic Statistical
Advisory Committee (FESAC) about changes in data editing strategies when survey organizations
that collect data from businesses adopt web-based data collection methods. Both the BLS and the
Census Bureau are in the process of incorporating web-based data collection into a number of
their economic surveys and censuses. They are doing this to achieve the following potential
benefits:

e Control of costs

Improved response rates

Decrease in perception of burden

Improved data quality and

For surveys with multiple closings--smaller revisions between preliminary and final
estimates.

From the viewpoint of survey operations, the purpose of data editing is to provide information to
an edit reviewer, who (or which) processes this information and decides on an appropriate follow-
up activity. In interactive post-data-collection editing, the edit reviewer is a clerk or subject
matter expert, whereas in fully automated post-data-collection editing the edit reviewer is another
computer program. For CATI and CAPI the edit reviewer is the interviewer, and for CSAQs and
online web surveys the edit reviewer is the respondent. Because the edit reviewer is usually a
person, behavioral scientists may be able to provide insight into the performance of data editing
with respect to the cognitive processes involved and system characteristics that limit or enhance
these processes.

From the viewpoint of data quality, on the other hand, the purpose of data editing is to detect
potential nonsampling errors—item nonresponse errors when data are missing and measurement
errors when data are identified as inconsistent, questionable, or technically impossible. Hence,
survey researchers should also be able to provide insight into the effects of changes in editing
strategies in terms of the effectiveness of these changes in reducing nonsampling errors.
Unfortunately, all of the data needed to study data editing from the viewpoint of data quality are
not readily available in many survey-processing systems but instead must be obtained from
research experiments imbedded in operational surveys. Nevertheless, this viewpoint allows us to
state several survey design issues associated with changes in data editing when survey
organizations adopt web-based data collection methods.

Section two of this paper describes editing practices at the Census Bureau and BLS. Sections
three and four describe experiences with CSAQs and Internet data collection at the Census



Bureau and BLS, respectively. Finally, section five presents a number of discussion points for the
committee.

2. Editing at Practices at the Census Bureau and BLS
2.1. Editing at the Census Bureau

The Census Bureau has developed two generalized processing systems for editing economic
data—one for the economic censuses conducted every five years and a second for more frequently
conducted current economic surveys. Both of these systems can be configured to process a
particular census or survey, without the need to rewrite the system’s computer code. The
developers of the economic census editing system called it “Plain Vanilla” because it provides
basic editing capabilities, which can be augmented, if necessary, by trade-area-specific computer
code. The current-surveys editing system is a module of the Standard Economic Processing
System (StEPS), which performs a number of post-data-collection processing functions. The
development of Plain Vanilla and the StEPS editing modules were similar--user requirements
arose from experiences with earlier systems, and the primary objective for both development
efforts was replacing multiple editing systems with a single system. These development activities
differed, however, in that they developed different types of systems: a highly automated system
for the large data volumes associated with economic censuses and a very flexible and easily
configured system for the large number and large variety of current economic surveys.

Currently, the Census Bureau uses StEPS to process approximately 80 current economic surveys.
StEPS has a module for data editing and two modules for imputation. The two imputation
modules perform what StEPS labels simple imputation and general imputation. The usual order
in which the modules are executed is first simple imputation, then editing, and finally general
imputation. The StEPS simple imputation module imputes data values considered to be
equivalent to reported data. The resulting data are flagged as being reported. A frequently
performed type of simple imputation is “data filling;” i.e. StEPS fills in missing data that can be
easily inferred from other data. Another type of simple imputation is adjustment of two or more
details items that add almost but not exactly to a corresponding total item. The StEPS editing
module performs automated detection of potential data errors, which are data that individually or
in relationship to other data fail to conform to expected reporting behavior. The editing module
allows subject-matter analysts to interactively define edits and then to execute defined edits
interactively or in batch. Analysts can define the following types of edits:
e Required-item edit. Verifies that a specified item has been reported.
e Range edit. Verifies item value lies in the range defined by a specified minimum and
maximum value.
e List-directed test. Verifies the value of the specified item is contained in a predefined list of
values.
e Balance test. Verifies that a sum of specified detail items is equal to a specified total.
Survey-rule test. Free-form test that validates complex interitem relationships.
Negative test. Verifies that the value of the specified item is not negative.




The StEPS editing module only identifies the edit failures; it does not change data. Executing
edits interactively allows analysts to interactively make data corrections and then see if the
corrected data satisfies the edits. Executing edits in batch creates an edit reject file, which can be
reviewed interactively or passed to the general imputation module to identify data to be machine
imputed. For more information about the StEPS editing module, see Sigman (2001).

The development of Plain Vanilla prior to the 1997 economic censuses allowed the Census
Bureau to replace four separate editing systems with a single system. Plain Vanilla has modules
for performing ratio, range, and balancing edits and a generalized module for validating discrete
data items against item-specific reference lists. To support the Plain Vanilla ratio edit module, the
Census Bureau has developed software to generate implicit edits in accordance with the Fellegi
and Holt (1976) editing approach and software that determines upper and lower limits for the ratio
edits by calculating “resistant fences” (based on medians and quartiles) from prior-period data.
The Plain Vanilla ratio-edit module analyzes the pattern of ratio edit failures, determines the
weighted minimum number of items that have to be changed to satisfy all ratio edits, and then
imputes these items using a hierarchy of models such that the imputed values satisfy all the
specified ratio edits. Similarly, the other Plain Vanilla modules examine patterns of associated
edit failures and then in accordance with specified models impute data values that satisfy the
specified edits. Subject-matter experts monitor the editing process and, if necessary, make
adjustments to edit parameters or override edit actions. For more information about Plain Vanilla,
see Wagner (2000).

2.2. Editing at BLS

BLS processes each of its surveys on systems that are individually tailored to the survey design to

ensure maximum efficiencies in the agency’s operations. All BLS survey data are[ extensively -~ { comment:

edited to ensure the agency releases the most accurate statistics possible.

In addition to verifying valid entries, each post processing systems includes some of the
following type of edits:

Linear edits (i.e., their graphs are straight lines)

Non-linear edits

Conditional edits

Ratio edits

Variables that can accept negative values (negative values are edited out)
Quantitative edits

Qualitative edits

Univariate range checks

Multivariate, record-level checks for consistency

Other consistency checks (e.g., work schedule if full-time employee)
Route checks or skip patterns and

Check of generated values against external standards.

See Appendix A for a complete summary of edit practices at BLS.
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As advances have occurred in technology, data collection has progressed away from collecting
information by paper and pencil, then keypunching the data onto a database. Current technology
permits the field representative to enter data directly on a computer and then transmit the data to a
database. EDI allows us to copy respondent data files directly to a database. For surveys with
only a few data elements, respondents can enter data directly into agency databases through
touchtone data entry. Mail surveys are processed by keypunching the data, editing for keying
mistakes and then editing for logical errors.

3. Census Bureau experiences with CSAQ data collection

The Census Bureau consists of several directorates that conduct censuses and surveys. The
Economic Programs Directorate conducts economic censuses every five years and conducts
current economic surveys monthly, quarterly, and annually in areas of manufacturing,
construction, commercial services, government services, and foreign trade. The Methodology and
Standards Directorate conducts research that supports the survey activities of the other Census
Bureau directorates. In this section we describe the experiences of the Economic Programs
Directorate in incorporating edits into CSAQs, web-CSAQs, and online web-survey
questionnaires in the 2002 Economic Census and in several current surveys, and we describe
supporting research in this area conducted by the Methodology and Standards Directorate.

3.1. Survey of Industrial Research and Development

The Survey of Industrial Research and Development (R&D Survey) is sponsored by the National
Science Foundation and conducted annually by the U.S. Census Bureau. It is the only complete
source of national data on R&D spending by industry and on the number of scientists and
engineers in industry R&D. The target population consists of all industrial companies that
perform R&D in the United States, and the current sample size is approximately 32,000
companies. All items on the self-administered survey form (see
http://www.census.gov/mcd/resdev.html ) are mandatory for the 2002 survey year. (The Office of
Management and Budget approved mandatory authority for all items in 2002 in conjunction with
the 2002 Economic Census.) Results are used by industry, government, and academia to evaluate
the state of science and technology in the U.S. and to develop government and corporate policies.

The R&D Survey uses two different questionnaires: Form RD-1 is sent to companies that reported
$3 million or more in R&D expenditures in the previous year’s survey, and Form RD-1A is sent
to the remaining companies in the R&D sample. Form RD-1A contains only five major items,
whereas Form RD-1 contains 13 major items. The major items in Form RD-1 have many parts,
however, so that there is a total of 190 data fields associated with Form RD-1. The mode of data
collection for Form RD-1A is mail only, while Form RD-1 sample cases are currently offered
both mail and CSAQ response modes.


http://www.census.gov/mcd/resdev.html

Sweet and Ramos (1995) analyzed edit and respondent burden data from the 1994 R&D diskette-
by-mail CSAQ pilot study. In this study 200 companies, which were similar in size,
hardware/software capability, and had indicated interest in trying a CSAQ, were assigned to either
the paper or the CSAQ panel. Significantly fewer edit failures were found during the post-data-
collection processing with the CSAQ respondent data than with the control panel (paper mode)
data. Twenty-nine item data edits consisting of balance, interitem, missing, and logical were run
in the CSAQ. The addition of edits did not appear to increase respondent burden unreasonably.
The inclusion of edits was not mentioned as a reason for nonresponse as found during a telephone
follow-up of CSAQ panel nonrespondents, although four of the 32 CSAQ nonrespondents polled
mentioned that using the computer would make it more difficult. This was not elaborated.

In this experiment, two respondent burden measures were evaluated: voluntary satisfaction study
responses and time-on-task estimates. Most respondents were satisfied or very satisfied with the
CSAQ reporting system. “Resolving errors” and “making comments” were areas that were noted
as neither particularly easy nor difficult. No one mentioned resolving errors or edits in the open
ended remarks, although changing data was difficult since navigation within the screen was
difficult (this was not a Windows application).

Although both panels were asked to keep track of their total time to complete the survey including
preparation/gathering of data and reading instructions, only two respondents in the control panel
provided that information. In the CSAQ panel, respondents estimated that completing the
electronic questionnaire took about 18 percent of the total time needed, on average. In addition
the CSAQ instrument logged the amount of time it was Aoperating.@ The average was 86
minutes, which is in keeping with the respondents’ self assessment and well within the OMB
burden hour estimate of 20 hours.

Additional item-data edits have been incorporated into the R&D CSAQ since 1994. Currently, it
contains 57 item-data edits, broken down as follows:

e 2 interitem ratio tests (ratio of sales to employment, and ratio of total R&D to sales)

e 23 current-to-prior ratio edits

e 36 balance edits and

e 3 zero-item edits, which ask the respondent if an entered zero is correct.

During post-data collection processing, the Form RD-1 data from both CSAQs and mail returns
are edited to identify missing or questionable data. There are 260 post-data collection edits,
broken down as follows:

e 191 missing-data edits

8 logical edits

4 magnitude edits

7 interitem ratio tests (3 of these edits involve the two interitem ratios tested in the CSAQ)
15 current-to-prior ratio edit, (all 16 of these are contained in the CSAQ) and

36 balance edits (all 36 of these are contained in the CSAQ)

Two of the inter-item ratio edits performed during post-data collection processing are also
performed in the CSAQ. The CSAQ’s error messages for these are: the following:
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e “The ratio of Sales to Employment is unusual” and
e “The ratio of Total R&D to Sales is unusual”

On the other hand, there are five interitem ratio edits performed in post-data collection processing
that are not contained in the CSAQ. These are for the following ratios:

e (# R&D scientist and engineers) / (# employees) {edit failure if ratio > 1.0}

e (# employees) / (total R&D)

e (# R&D scientists and engineers) / (total R&D)

e (company R&D for current year) / (budgeted R&D for next year)

In the first three of these edits, each item appears in two different edits. These three edits
constitute what Felligi and Holt (1976) refer to as a complete set of edits, having the mathematical
property that one can analyze the pattern of resulting edit failures to determine which items must
be changed in order for all the edits to be satisfied. This analysis process is referred to as error
localization. The Census Bureau uses the Felligi-Holt approach to develop ratio edits for its
Economic Census, but does not explicitly use this approach for developing ratio edits for its
current economic surveys. The first three interitem ratios in the above listed were specified by
R&D analysts when developing their post-data collection edits. Presumably, with practice they
learn how to interpret the pattern of resulting edit failures to determine which item (or items) is
most likely to be questionable—that is, they learn how to mentally perform error localization.
However, such an analysis would likely be cognitively challenging for CSAQ respondents to
perform, as well as difficult to communicate via edit messages. Nevertheless, error localization
can be programmed, which raises the question of whether CSAQs should contain complete sets of
ratio edits, plus the ability to perform error localization.

3.2. Manufacturer’s, Shipments, Inventories, and Orders Survey (M3)

Each month, the Census Bureau conducts the Manufacturer’s Shipments, Inventories, and Orders
(M3) Survey, which obtains measures of current industrial activity and indicators of future
production from U.S. manufacturers. The M3 survey is a voluntary nonprobability panel survey
for which nearly all U.S. manufacturing companies with $500 million or more in annual
shipments provide data. Smaller companies also report data to improve coverage in selected
industry groups. The industry categories fall into one of two major groups: durable goods, such
as motor vehicles and aircraft; and nondurable goods, such as apparel and food products. The
sample includes a total of about 3500 company reporting units, where a reporting unit consists of
all company operations in one industry category. Thus, large diversified companies often have
multiple reporting units.

In contrast to the R&D survey described in section 3.1, M3 is a very short, straightforward survey
consisting of five or seven survey items, depending on the industry category of the reporting unit
(see http://www.census.gov/indicator/www/m3/contactinfo/instructioninfo.htm for a copy of the
form). For most nondurable goods categories there are five items: value of shipments, total
inventories, and stage of fabrication (materials and supplies, work-in-progress, and finished
goods). M3 also requests new and unfilled orders from reporting units in the durable goods
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categories and in a few nondurable goods categories. All respondents are also asked to indicate
whether their reported data are for a calendar month, a four-week period, or a five-week period.

Respondents may report via mail, fax, touch-tone data entry, or voice recognition. Fax returns are
digitally processed using character-recognition algorithms to extract reported data. Survey staff
enter mail returns into a fax machine and process them as if they had been faxed by the
respondent. Consequently, there is no need for manual keying of mail-return data by Census
Bureau staff; however, staff need to visually inspect each of the forms to ensure that the
character-recognition software has completely captured the data.

In 2000, the M3 survey began web-CSAQ data collection from 100 reporters. This was preceded
by usability testing with six internal Census Bureau staff members. This early design used server-
side edits, where a separate page displayed the edit failures once the CSAQ was submitted. Users
had to exit that page to return to the form and correct their responses. Users had two complaints.
They wanted to see their errors, like a summation error, immediately. They also wanted to be
able to navigate back and forth between the errors and the form. Usability experts recommended
immediate edit messages over server-side edits; but if server-side edits were the only option,
usability experts recommended placing the edit messages directly on the form, eliminating the
need to navigate between two windows.

In July, 2002, a revised version of the web M3 was rolled out to the original 100 Web reporters.
Along with new security procedures, enhancements included the following features:

e  Additional basic edits have been built into the web-CSAQ

e Respondents can choose to mark their form “unfinished (with errors)”

e Additional edit that checked the consistency of the reporting period

Server-side edits remain in the new version of M3’s electronic form. After completing the form,
respondent must click a button to save their information. If the data contain errors, the survey
form re-appears containing edit failures. The respondent is notified by a colored box located at
the top of the screen, which contains an error icon and a message stating that errors were found in
their data. The respondent must then scroll through their form until they reach the field or fields
that contain colored messages. These messages contain information about the cause of the error.
Once respondents have addressed each of the problems, they must save their data again. If errors
persist, respondents must continue to address them or choose to move on, leaving errors intact.
Respondents are allowed to submit their forms with errors.

The current M3 CSAQ includes the following item-data edits:

e  Reporting-period information (i.e., reporting for a month, four weeks, five weeks, etc.) not
consistent with respondent’s prior reporting practices
Data value negative for an item that does not allow negative data

e Large disagreement between reported new orders and derived new orders
Large disagreement between total inventories and the sum of stage-of-fabrications
inventories

e Reported value less that the minimum of previously reported data for a particular month or
greater than the maximum of the previously reported data

9



e Alphanumeric characters in a field that do not allow for that type of character.

Starting in late spring of 2003, the Census Bureau will use its Standard Economic Processing

System (StEPS) to process M3 data. For the M3 survey, analysts defined seven edits for purposes

of identifying missing data to be machine imputed and defined 40 item-data edits for purposes of

identifying questionable data. When a data item fails one or more of these latter edits, it is

flagged for exclusion from estimation. Analysts then review edit-failing items and can decide to

reset the status of an item to be included in the link-relative calculation of the prior-month-to-

current-month percentage change for the industry category or to be treated as an outlier. (Outliers

are excluded from the calculation of the link relative but by representing only themselves are

included in the calculation of the current month’s estimated universe level.) The M3 post-data-

collection edits for purposes of identifying questionable data include those incorporated in the

CSAQ, plus the following additional edits. (If the stated condition is true, then the associated data

item is flagged as failing the edit.)

e Item’s current-month data equals its prior-month data

e Reported value less than a preset variance from the minimum of previously reported “good”
data for a particular month or greater than a preset variance from the maximum of the
previously reported good data for a respondent that has reported at least three years of good
data for a given month over the last five years

e Item’s average over the last three years of prior-month-to-current month percentage change
or of absolute change for the given month outside a plausible range for such three-year
averages for the respondent’s industry

e [tem’s prior-month-to-current-month percentage change for the given month outside a
plausible interval about the industry-level average percentage change for that month
predicted by time-series seasonality modeling

e  Reported data for an item that has not had reported data in the past two months.

Generally, these additional post-data-collection edits--i.e., those not incorporated into the M3
CSAQ--involve comparisons of reported data to various summary statistics calculated from
historical M3 data.

3.3. Summary of CSAQ edits and implementation strategies

Edits for CSAQs are devised from the perspective of respondents, taking advantage of the
opportunity to ask respondents to clarify or resolve problematic information. Any fields
containing information that respondents can touch may be subject to an edit check. These fields
include name, address and contact information along with data items. Thus the types of edits
incorporated into CSAQs may cover a broader range of potential errors than those conducted
during post-collection. The types of CSAQ edits incorporated into Census Bureau CSAQs
include:

e Balance edit. Verifies that the sum of detail data equals the appropriate total

e Preventative edit. Blocks respondents from completing an action, occurring upon the first

invalid keystroke
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e Ratio edit. Verifies that the ratio of two data values lies in the range defined by a
specified minimum and maximum value lies within a specified ratio

o Logical edit. Verifies that data reported for related items are logically valid

e Alphanumeric edit. Verifies that the data meets the proper alphanumeric rules established

for that field
e Missing value/Incomplete edit. Verifies that data has been reported

e Format edit. Verifies that the data has been entered in the expected form (i.e., date entered
with dashes instead of slashes)
¢ Rounding Test. Checks to see if rounding has occurred in the data.

Survey designers also have control over when and how the various edits appear to respondents.
Immediate edits respond instantly upon detection of erroneous data, and the system prompts the
user for a correction or explanation. Immediate edits are presented as either a pop-up window or
an icon located near the questionable item. Deferred edits are presented to the respondent after the
data has been entered and reviewed, usually in a list format.

Table 1 summarizes the editing features of the R&D survey and the M3, along with four other
Census Bureau programs offering downloadable or browser-based CSAQs — the Company
Organization Survey (COS), the Annual Survey of Manufactures (ASM), the Quarterly Financial
Reports (QFR) and the 2002 Economic Census.

Table 1. Summary of CSAQ edits

Type of CSAQ Ratio of edits | Types of | Timing of the | How Resolution
to fields edits*® edit messages | displayed required to
submit?
R&D Downloadable 67/205=.33 P,R,M Immediate, Review panel | N
Deferred
M3 Browser -based 103/58=2.43 P,B,R, Deferred Highlighted N
A,M text
COS Downloadable 36/23=1.57 P,R, L, Immediate, Pop-up Y
M, F,RT Deferred messages, (for a few
review panel | key edits)
ASM Downloadable unav/88 unav Immediate, Pop-up N
Deferred messages,
review panel
QFR Downloadable 29/94=31 B,P,L,M | Immediate Icon next to N
item
2002 Downloadable 66/95=.69 B,P,L, Immediate, Icon next to Y
Economic M, F Deferred item, review (for one edit)
Census panel

*B=Balance, P=Preventative, R=Ratio, L=Logical, A=Alphanumeric, M=Missing value/Incomplete, F=Format,
RT=Rounding Test

The following describes key features of the editing strategies incorporated into these electronic
data collection instruments, along with the rationale behind them.
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Research and Development Survey (R&D): The R&D CSAQ edits were taken directly from
the survey’s post-data collection editing system. The original CSAQ included only balance edits.
Over the years, as the CSAQ evolved, additional edits were incorporated. At first, this included
edits for problems typically addressed in analysts’ callbacks to respondents. Eventually, the edit
checks grew to encompass nearly all of the post-data-collection edit rules.

R&D respondents are able to submit their data with unresolved edit failures. Because of
longstanding relationships with many respondents, R&D staff did not want to discourage
companies from responding. The R&D staff was concerned that respondents may become
irritated at being stopped by edit checks, and that this could affect decisions to respond to the
survey at all.

Manufacturers Shipments, Inventories, and Orders Survey (M3): Edits originally
programmed into the 2000 M3 CSAQ form were enhanced for the current web version. Analysts
chose the web CSAQ edits based on what seemed necessary and logical. Numerical parameters
selected for the web CSAQ ratio edits, which involve comparisons between current and prior
period data, were chosen arbitrarily. These current-to-prior ratio tests result in an edit failure if
the current figure is less than one half of or greater than twice the prior figure. The same limits
are used for the current-to-prior ratio test in post-data-collection processing. A unique edit built
into the M3 permits minor rounding errors that often occur for the question requesting “new
orders.” In addition, since M3’s server side edits cannot prevent a respondent from entering
invalid characters, alphanumeric edits are included to alert respondents to unacceptable responses.

None of M3’s CSAQ edits will block respondents from submitting their data. When making this
decision, analysts looked at the trade-offs between “getting the data and getting good data.” They
decided to obtain data from respondents in any form possible and to handle problems after
receipt.

Company Organization Survey (COS) and the Annual Survey of Manufactures (ASM): The
Company Organization Survey is an annual survey that obtains current organizational and
operating information on multi-establishment companies in order to maintain the Census Bureau’s
Business Register. Companies are asked to report first quarter payroll, annual payroll, and
employment for each establishment along with identifying establishments that have been sold,
closed, started, or acquired. The Annual Survey of Manufactures provides detailed annual
statistics on the location, activities and products of U.S. manufacturers. The survey obtains basic
data such as kind of business, ownership, cost of materials, inventories, value of shipments,
payroll and employment.

CSAQs for both surveys were originally developed and are managed by the same Census Bureau
staff. Over the years, the edits in the COS and ASM have remained fairly static and consistent.
Survey staff annually request minor updates to the instruments, including additional edits.

For the ASM and COS, the minimum level of information required to consider the form complete
was a factor in determining which edits were included in their CSAQs. The result was to assign
edits to the most critical items, e.g., employment, payroll and operational status; these are the
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same edits considered most critical in the paper environment. In the COS, numerical editing
parameters were estimated from historical data using statistical methods and algorithms were
created based on historical knowledge.

In the COS, there are just a few so-called “hard” edits for which unresolved failures prevent data
submission. These were assigned to items required to be consistent with one another within the
form, and these edit messages are displayed after the last of the associated items is entered. The
number of hard edits grew over time as staff experience and respondent acceptance grew, which
was enhanced by longstanding staff relationships with COS reporters. None of the ASM edits
must be resolved before data submission.

Quarterly Financial Report (QFR): The Quarterly Financial Report is a quarterly survey that
obtains current statistics on domestic corporate financial conditions. Companies provide standard
income statement and balance sheet data including sales, depreciation, cash, accounts payable,
liabilities, and stockholders equity.

The QFR survey assigns three levels of severity to their CSAQ edits: information, warning and
error. The level of severity was determined by the importance of that item, with mission-critical
items, such as assets, liabilities, and the satisfaction of certain accounting tautologies, being
assigned “error” status. Range edits were not programmed into the QFR CSAQ because the same
instrument is sent to companies of all sizes and industries. Building “one-size-fits-all” parameters
for this survey would result in meaningless edits for many industries.

The QFR CSAQ does not prevent respondents from submitting data with unresolved edit failures.
The QFR staff is concerned that hard edits would discourage companies from responding to the
survey. The staff would prefer dealing with data inconsistencies in post-data collection than risk
losing a respondent. In future CSAQ versions, they hope to incorporate some hard edits for one
item, which, if missing or incorrect, causes the entire form to be unusable.

Economic Census: The Economic Census provides the foundation for most of the United States’
economic statistics, and the benchmark for the Gross Domestic Product (GDP) and other leading
indicators of economic performance. The Economic Census is collected every 5 years, for years
ending in "2" and "7" and includes every industry and geographic area.

For the first time, all U.S. businesses in the economic census have been offered the opportunity
to report electronically via CSAQ. When developing the edits for the 2002 Economic Census,
staff first reviewed the edits included in the 1997 Retail Census CSAQ, which were applied and
expanded for 2002. The Style Guide for the 2002 Economic Census Electronic Forms (Economic
Electronic Style Guide Team, 2001) was also consulted when selecting the types of edits and the
wording of associated edit messages.

The original specifications provided by the various trade areas included numerous edits. Due to
concern for respondent burden, staff was asked to choose only the most important edits. Staff
then identified the most critical items, such as employment, payroll, sales/revenues, and created
edits for those items.
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Software limitations and schedule constraints also affected the types of edits selected for the
economic census CSAQ. Since many edits were built to cover all 550 economic census forms
encompassing a wide variety of industries, they were kept at a very general level. Thus, range
edits were not included in the economic census forms, because, like QFR, “one-size-fits-all”
parameters were considered uninformative.

Only one edit in the 2002 Economic Census CSAQ prevents respondents from submitting
establishment data if it is not resolved. This item, the number of months the establishment
operated during 2002, was deemed the most critical relative to the objectives of the economic
census. For the remaining items, respondents can submit their data with errors. The staff kept
hard edits to a minimum because they prefer to receive “bad data rather than no data.” This
philosophy appears prevalent at the Census Bureau.

3.4. Findings from Usability Research

A wide range of edit behaviors have been tested and used in Census Burecau CSAQs. “Behavior”
here refers to the CSAQ's methods of communicating edit failures to the respondent: What is
communicated, how is it communicated, and when? To learn about respondent interaction with
various edit behaviors, the Census Bureau tests candidate editing approaches with respondents.
To assess the edit behavior design, we observe how the respondent interacts with the edit design
during usability testing. Do respondents recognize the edit failure notification? Do respondents
read the edit messages? If they read the messages, do they understand them? What type of action
do they take regarding the message? A response might consist of ignoring the edit, modifying
data values, or writing a remark to explain why data are accurate even though they failed the edit.
The latter task is particularly characteristic of business surveys since valid data often lie outside
an expected range. Finally, how easy is it for respondents to interact with the CSAQ to respond
to the edit? For example, they may have to navigate to the item referred to in the edit.

We have found it virtually impossible to recruit business respondents to travel to the Census
Bureau for usability testing in the Census Bureau’s state-of-the-art usability lab. Instead Census
Bureau staff travel with a video camera and laptop to the businesses to conduct usability testing.
Video taping (with the respondent’s consent) allows one or more researchers to analyze the
s